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1 Introduction

The production of ethanol and sugar from sugar cane has sharply increased over the last 20 years in Brazil. The culture is one of the most important in Brazilian agriculture, representing about 10% of agricultural area, and close to 1% of GDP. The manufacturing of ethanol accounts for about 3.5% of manufacturing GDP, and the sector employs more than 6 million people. The increase in ethanol production is heavily influenced by governmental incentives to substitute biofuels for fossil fuels. The planted area with sugarcane doubled in the last twenty years, the largest increase in production in the world, and increasing the distance to India, the second most important producers, which now produces only 12.5% of Brazilian production.

This increase in sugarcane production and the expansion of new cultivated areas might have impacts on human health and employment, especially at the regional level. It brings about arguments related to the quality of employment, the environmental impacts (soil contamination, atmospheric pollution from burning fields, water use, etc.) and dislocation of other crops to native forests, among others (Noronha, 2006). Some studies have shown that the balance of costs and benefits is positive, from the standpoint of the country as a whole (BNDES and CGEE, 2008), but the benefits for the cane growing regions may not be as evident, for the producing regions may disproportionately bear the negative impacts of the sector’s presence. The majority of studies deal with the impacts on the labor market, and many authors stress the negative impacts of manual harvesting (Alves, 2006, 2007; Baccarin et al., 2008). Toneto-Jr and Liboni (2008) observe that sugarcane generates more jobs than soybean, and only slightly fewer than corn. Since the crop generates more value per hectare and more jobs as well, cane growing generates more income per area planted than other staple crops.

Given the importance of transportation costs in relation to the value of sugar cane, processing plants (sugar mills and/or ethanol distilleries) are located near the growing fields. This tends to increase local employment even more, adding workers in the manufacturing process and in transportation, maintenance, etc., adding indirect effects on the producing region. Chagas et al. (2011) assess the impact of sugarcane on regional social indicators, using spatial propensity score matching, which controls for the fact that sugarcane production in a particular region is not random. The results indicate that the presence of sugarcane is not relevant to determine their social conditions, whether for better or worse. It is thus likely that public policies, especially those focused directly on improving education, health and income generation/distribution, have much more noticeable effects on the municipal HDI than sugarcane production. Chagas (2009) considered
the effects of the crop on municipal revenues, and found out also that there is no evidence of any kind of influence.

The increasing importance of sugarcane production in the country keeps raising more and more arguments about its consequences. This paper provides a contribution to the discussion, by assessing its effects on the respiratory problems of children and adults. We employ a spatial difference-in-difference technique, to control for the effect of sugarcane growing on neighboring regions that do not produce it. Thus, we compare municipalities where burning occurs with others where it does not, over the time.

The burning is meant to increase the productivity of workers. It facilitates the harvest, easing access to the plants and reducing work hazards (dry leaves are harmful, there might be poisonous insects and snakes). It takes place in the beginning of harvest, which coincides with the dry season. Many studies relate sugarcane burning to increases in fine particulate matter, coarse particulate matter and black carbon concentration, especially in burning hours (Lara et al., 2005). Allen et al. (2004) observe increases in the concentration of substances as nitrite, sulfite, oxide of carbon, and others. The sugarcane is harvested by unskilled workers, mostly manually. The literature also indicates that exposition to classical pollutants (matter, sulfite, nitrite, oxide carbon, etc.) can affect negatively human health (Sicard et al., 2010), specially for young, elderly and woman people (Braga et al., 1999; Roseiro, 2002; Gonçalves et al., 2005).

The burning of sugarcane generates a massive quantity of smoke that spreads in the region, reaching cities and becoming a potential threat to the human health. Few studies have linked the burning of sugarcane straws with respiratory diseases in the producing regions. Although the pollution from sugarcane burning may be as harmful as the pollution from traffic and manufacturing Mazzoli-Rocha et al. (2008), many studies relate its impact on health, for specific municipalities or for larger regions: Arbex et al. (2000, 2004); Cançado et al. (2006); Arbex et al. (2007); Ribeiro (2008); Uriarte et al. (2009); Carneseca et al. (2012) . These studies consider only the local, or short-distance, effects of burning to respiratory health, ignoring the effects on neighboring municipalities.

This article is organized in four sections, including this introduction. The next section presents the methodology and the data utilized. The fourth section presents the results, and the fifth section contains the final remarks.
2 Methodology and data

2.1 The model

As usual in spatial studies, we consider the interrelations among regions. Therefore, we consider the possibility of the propagation of the treatment effect (sugarcane production) on other regions, treated and non-treated. Let $y_{it}$ be a variable of interest, $x$ a vector of observable characteristic, $w_i$ a $n \times 1$ vector that associate a region to all others, and $d_{it}$ a $n \times 1$ vector, such that $d_{it} = 1$ if the region $1$ is treated in time $t$ and zero, in otherwise. Additionally, consider two situations for each region: before and after the treatment. For the before treatment situation

$$
y_{it,0}^b = \mu(x) + u_{it}
$$

$$
y_{it,1}^b = y_{it,0}^b
$$

where, $y_{it,0}^b$ represents the dependent variable in the non-treated region, before the treatment; $y_{it,1}^b$ is the same variable for the treated region. After the treatment, there are two impacts, one on the treated region and another on the non-treated region. The impact on the non-treated region depends on the proximity of this region to treated one. For clarity, we consider both regions after the treatment such that

$$
y_{it,0}^a = \mu(x) + w_i d_{it} \beta + u_{it}
$$

$$
y_{it,1}^a = y_{it,0}^a + \alpha
$$

The parameter $\alpha$ captures the direct effect of treatment on treated region; $\beta$ captures the indirect effect of treatment on all regions, treated and non-treated, conditioned on the neighborhood of the treated region, which is captured by $w_i d_{it}$. Defining $D_{it}$ a region-$i$ specific indicator of treatment in time $t$, we can define

$$
y_{it} = (1 - D_{it})y_{it,0} + D_{it} y_{it,1}
$$

Using the before and after definitions, we can compute three effects: ATE (Average Treatment Effect), ATET (Average Treatment Effect on the Treated), and ATENT (Average Treatment Effect on the Neighbors).
rage Treatment Effect on the Non-Treated), as follows

\[
\text{ATE} = E[y_{it,1}^a - y_{it,1}^b] - E[y_{it,0}^a - y_{it,0}^b] \\
= \alpha
\]

\[
\text{ATET} = E[y_{it,1}^a - y_{it,1}^b] \\
= \alpha + w_{it}d_{it}\beta
\]

\[
\text{ATENT} = E[y_{it,0}^a - y_{it,0}^b] \\
= w_{it}d_{it}\beta
\]

In matrix notation we have

\[
Y = \mu(X) + (\alpha + I_t \otimes W\beta)D + U \tag{2}
\]

where \(Y\) is a matrix \(nt \times 1\) of observations, \(X\) is a \(nt \times k\) matrix of covariates, \(D\) is a dummy variable that indicate treated regions in each time, \(I_t\) is a square identity matrix of \(t \times t\) dimension, \(W\) is a \(n \times n\) weight matrix of neighborhood and \(U\) is a vector of errors of \(nt \times 1\) dimension. The parameters to be estimated are \(\mu, \alpha\) and \(\beta\).

\(I_t \otimes W D\beta\) represents the indirect effect of treatment on both region, treated and non-treated. This is an additional effect, not estimated in general \(^1\). However, this is an average effect, and does not consider the possibility that the indirect effect could be different in the treated and non-treated regions. For example, if the indirect effect on the treated region is small, because the direct effect is more important, and, in the same time, the indirect effect on non-treated region is profound, because is the only effect to impact this region, then, when estimating \(\beta\) as an average indirect effect to all region, we can underestimate the real effect of the treatment, because \(\beta\) will be estimate as an average of indirect effect on treated and indirect effect on the non-treated regions.

Consider, for clarity, the follow decomposition in \(W\) matrix,

\(^1\)The exception are (Angelucci and De Giorgi, 2009; Kaboski and Townsend., 2012; Berniell et al., 2013). The difference of our work to these is that with the spatial econometrics it is possible to control for different structures of neighborhood, not captured by these studies.
\[ I_t \otimes W = W_{11} + W_{12} + W_{21} + W_{22} \]

where

\[ W_{11} = \text{diag}(D) \times (I_t \otimes W) \times \text{diag}(D) \]
\[ W_{12} = \text{diag}(D) \times (I_t \otimes W) \times \text{diag}(1-D) \]
\[ W_{21} = \text{diag}(1-D) \times (I_t \otimes W) \times \text{diag}(D) \]
\[ W_{22} = \text{diag}(1-D) \times (I_t \otimes W) \times \text{diag}(1-D) \]

As \( D \) is a dummy variable associated to treatment information, and \( \text{diag}(D) \) is a \( nt \times 1 \) matrix with \( D \) in the principal diagonal and zero elsewhere. Then, \( W_{ij} \) represent the neighborhood effects of the \( j \)-region on \( i \)-region. Substituting in (2), results

\[ Y = \mu(X) + [\alpha + (W_{11} + W_{12} + W_{21} + W_{22})\beta]D + U \]

Then, it is clear that \( \beta \) represents an average effect, as we mentioned above. A more realistic model consider different effect for dissimilar \( W \) matrix. As, by construction, \( W_{12}D \) and \( W_{22}D \) are a \( 0 \)-vector, the unrestricted model is

\[ Y = \mu(X) + [\alpha + (W_{11}\beta_1 + W_{21}\beta_2)]D + U \] (3)

The models in (2) and (3) represent a spatial dif-in-dif model (SDID model). It is important to register that they do not contain a traditional spatial interaction effect, like in the SAR and SEM models Anselin (1988); LeSage and Pace (2009). But, we can model the control effects, \( \mu(X) \), including an auto-regressive spatial term, or the error as a spatial error model,

\[ \mu(X) = \rho(I_t \otimes W)Y + X\gamma' \]
and/or

\[ E = \lambda (I_t \otimes W)U \]

In the first equation \( X \) is a \( n \times k \) vector of observable characteristics, \( W \) is a spatial weight matrix of \( n \times n \) dimension, \( \gamma \) is a \( 1 \times k \) parameter vector to be estimated, and \( \rho \) is the spatial auto-regressive parameter. And, in the second one, \( E \) is an error vector, does not spatially correlated, \( \lambda \) is the spatial error parameter to be estimated.

In this way, a complete version of 2 and 3 models is

\[
Y = [I_{nt} - \rho (I_t \otimes W)]^{-1} \{X \gamma' + [\alpha + (W_{11} \beta_1 + W_{21} \beta_2)]D + [I_{nt} - \lambda (I_t \otimes W)]^{-1}U\} \tag{4}
\]

2.2 Data

We use a balanced panel of 644 municipalities, from 2002 to 2011. Information of annual sugarcane production, planted area, and harvested area for each municipality is provided by IBGE, the Brazilian statistical agency. The planted area with sugarcane in São Paulo state represents nearly 50\% of the total planted area in the country. The total area of Brazil is over 800 million hectares of landmass, of which over 300 million are suitable for farming and ranching activities. At present, only about 60 million are used to grow permanent and temporary crops and some 200 million are used for animal ranching. This means that there is an ample amount of land available for cane and other crops. There is another possible source of available land, provided by the recovery of pasture areas and from productivity gains in general. Hence, the idea of sugar cane production growth generating a conflict with other crops and even forests does not seem to be present at the national scale Chagas et al. (2008).

In the figure 1 we mapping the evolution of sugarcane production in São Paulo state, by municipalities, in the period 2002-2011\(^2\). The increase in production in northwest part of the state is quite clear, starting from the first year. The production sprawl to the west of the state over areas previously occupied by cattle ranching is also evident.

\[ \text{FIGURE 1 HERE} \]

\(^2\)We select some years in this periods, but the evolution is evident.
We consider as treated, all region in which the sugarcane area represents at least 6.7% of total agricultural area, the median production area. Table 1 reports the number of treated region in each year, and the proportion of total agricultural area of the state. In period from 2002 to 2011, the sugarcane area grew from 38.4% to 62.4%.

Our variable of interest is the number of people hospitalized because of respiratory problems (per thousand), at the municipality level. The data was provided by DATASUS, from the Department of Public Health and includes information on both private and public institutions. Figure 2 portrays the evolution of hospitalization in São Paulo state, by region, from 2002 until 2011, showing a reduction in the number of cases of hospitalization over time.

This result can be due to the reduction of sugarcane burning, since recent legislation prohibits burning in certain areas and times. The controlled burning of sugarcane is regulated by the federal act (Act 2661/98) and in the State of São Paulo has a specific law more restrictive (State Law 11.241/02). Besides the regulatory pressures to reduce the emission of pollutants and their harmful effects, there are economic benefits in the use of cane by-products, such as straws, leaves and bagasse. There are also issues related to the labor market, as the increasing formalization of labor and the enhancement of the workforce. An Environmental Protocol signed between mill owners, sugarcane producers and the government of the state of São Paulo establishes the end of the burning in the mechanized areas until 2014, and in all other areas, in 2017. It is possible that the trend in hospitalization numbers will follow the change in the burning practice. Table 2 emphasizes this point.

Therefore, we introduce a trend variable to take it into account. Additionally, we consider control variables at the municipality level, such as the proportion of workers in the population, the mean income, proportion of elderly and young people, and the proportion of woman in the population. The first two variables control for socio-economic

\[\text{TABLE 1 HERE}\]

\[\text{FIGURE 2 HERE}\]

\[\text{TABLE 2 HERE}\]
conditions, since they may influence the family’s ability to prevent health problems. The remaining variables control for the susceptibility of being affected by respiratory health problems in different age groups, as suggested by the literature Braga et al. (1999); Roseiro (2002); Gonçalves et al. (2005). Table 3 reports descriptive statistics about the variables considered, and the table 4 reports the linear correlation matrix.

[TABLE 3 HERE]

[TABLE 4 HERE]

3 Preliminary results

This section presents preliminaries results of our estimations of two models, based on expressions (2) and (3). In the first one we consider only the average indirect treatment effect, and test for the pooled specification, the spatial fixed effect and the pooled spatial error model. We use the Elhorst’s routine for panel data models (Elhorst, 2010a,b, 2011). Elhorst consider a ML estimation, mainly because the number of studies considering IV/GMM estimators of spatial panel data models is still relatively sparse ⁴.

Elhorst (2010b) provides a Matlab routines to estimate spatial panel data models, including the bias correction procedure proposed by (Lee and Yu, 2010) if the spatial panel data model contains spatial and/or time-period fixed effects, the direct and indirect effects estimates of the explanatory variables proposed by (LeSage and Pace, 2009), and a selection framework to determine which spatial panel data model best describes the data.

We consider a $k$-nearest distance matrix of neighbor. To choose the order of the $k$-nearest neighbor we estimate a pooled model, without spatial effects, and compute the Moran I on the residual of this regression. We replicate this procedure to $k$ between 3 and 20, and choose the order that maximize the Moran I. Thus, we choose the matrix for which there are the greatest spatial auto correlation.

Then, we compute three models, as follow

---

⁴One exception is (Kelejian et al., 2006), who considered IV estimation of a spatial lag model with time-period fixed effects. They point out that this model cannot be combined with a spatial weights matrix whose non-diagonal elements are all equal to $1/(N?1)$. In this situation, the spatially lagged dependent is asymptotically proportional and thus collinear with the time-period fixed effects as $N$ goes to infinity.
pooled model

\[ y_{it} = x_{it}' \gamma' + \alpha D_{it} + \beta_1 w_{NT}^t d_t + \beta_2 w_{TT}^t d_t + u_{it} \]

sar model

\[ y_{it} = \rho w_{it}' y_t + x_{it}' \gamma' + \alpha D_{it} + \beta_1 w_{NT}^t d_t + \beta_2 w_{TT}^t d_t + u_{it} \]

sem model

\[ y_{it} = x_{it}' \gamma' + \alpha D_{it} + \beta_1 w_{NT}^t d_t + u_{it} + \lambda w_{it}' w_{ut} \]

where \( y_{it} \) is a hospitalizations per thousand in inhabitants, in region \( i \) in time \( t \); \( X_{it} \) represents a vector of control variables, including a constant term; \( w_i \) is a vector of neighbor weights, \( u_{it} \) is an error term; \( D_{it} \) is a indicator of treatment and \( d_t \) is vector of all indicators in \( t \); \( y_t \) and \( u_t \) are vectors for all region, \( i \) time \( t \). The parameters \( \rho \), \( \alpha \), \( \gamma \), and \( \beta \) are estimated. This set of model estimate a indirect effect of the treatment as an average effect between all region, treated and non-treated.

A less restrictive set of model is

pooled model

\[ y_{it} = x_{it}' \gamma' + \alpha D_{it} + \beta_1 w_{NT}^t d_t + \beta_2 w_{TT}^t d_t + u_{it} \]

sar model

\[ y_{it} = \rho w_{it}' y_t + x_{it}' \gamma' + \alpha D_{it} + \beta_1 w_{NT}^t d_t + \beta_2 w_{TT}^t d_t + u_{it} \]

sem model

\[ y_{it} = x_{it}' \gamma' + \alpha D_{it} + \beta_1 w_{NT}^t d_t + \beta_2 w_{TT}^t d_t + u_{it} + \lambda w_{it}' u_{it} \]

where \( w_{NT} \) is a vector with only weight of neighbor treated related to neighbor non-treated, and \( w_{TT} \) is a vector with weight of neighbor treated related to neighbors treated too. To choose between the models, we use a Lagrange Multiplier (LM) test for a spatially lagged dependent variable, for spatial error correlation, and their counterparts robustified against the alternative of the other form \(^5\) (Anselin et al., 1996). These tests have become very popular in empirical research. Recently, Anselin L (2006) also specified the first two LM tests for a spatial panel

\(^5\)Software programs have built-in routines that automatically report the results of these tests. Matlab routines have been made available by Donald Lacombe at ?http://oak.cats.ohiou.edu/~lacombe/research.html?. Elhorst provided the routines for the panel data case.
\[ LM_\rho = \frac{[e'(I_t \otimes W)Y/\hat{\sigma}^2]^2}{J} \quad \text{and} \quad LM_\lambda = \frac{[e'(I_t \otimes W)e/\hat{\sigma}^2]^2}{T \times T_W} \]

where \( e \) denotes the residual vector of a pooled regression model without any spatial or time-specific effects, or of a panel data model with spatial and/or time period fixed effects. Finally, \( J \) and \( T_W \) defined by

\[
J = \frac{1}{\hat{\sigma}^2} (I_T \otimes W)X\hat{\beta}'(I_{NT} - X(X'X)^{-1}X')(I_T \otimes W)X\hat{\beta} + TT_W\hat{\sigma}^2,
\]

\[
T_W = \text{tr}(WW + W'W)
\]

and “tr” denotes the trace of a matrix. In view of these formulas, the robust counterparts of these LM tests for a spatial panel will take the form

\[
\text{robust}LM_\rho = \frac{[e'(I_t \otimes W)Y/\hat{\sigma}^2]^2 - [e'(I_t \otimes W)e/\hat{\sigma}^2]^2}{J - TT_W},
\]

\[
\text{robust}LM_\lambda = \frac{[e'(I_t \otimes W)e/\hat{\sigma}^2 - TT_W/J \times e'(I_T \otimes W)Y/\hat{\sigma}^2]^2}{T \times T_W}
\]

Elhorst (2010a) indicates that these tests in panel data models, when they include spatially lagged independent variables, must be investigated further.

The result are reported in table 5. The first three models consider the average indirect effect of the treatment; the last one considers the less restricted model, with different impacts for different groups of region.

For pooled models (model 1 and 4), the results are intuitive, in general. The proportion of children in the population presents counterintuitive negative, and significant, coefficients in both models. All control variables are significant, except the proportion of women in the population, which is not significant in all models. In both models, the treatment presents a strong impact, much larger than in the other models, and the indirect effect is negative and non-significant (Model 1).

This is the kind of result one would have applying conventional techniques. These fail to take into account properly the interrelations between the regions. But, if we compare the difference between Model 1 and Model 4, we can see an interesting result.
The separation of the indirect effects on the treated and non-treated regions increases the
direct effect on the treated regions. It also gives a counterintuitive result related to the
indirect effects on the treated region, which is negative. This result, in particular, might
be due to relevant omitted variables, despite its highly significant level. In fact, when we
include spatial controls, this result does not remain. For the non-treated region, the effect
is positive and very significant. The indirect effect on the non-treated region is about half
of the effect on the treated regions.

As for the indirect effect, the difference in results remains, when we compare the
average indirect effect to the separated effect. The impact on the non-treated regions
seems very important and very different than the indirect impact on the treat regions. In
the SAR model (model 5), the indirect effect on the non-treated (0.78) is about 80% of
the direct effect of the treatment (0.97). If we estimate to the mean, the indirect effect in
Model 2 (0.44) is only 66% of the direct effect (0.65), and both are smaller.

These are preliminary results only and other tests are needed before we have stronger
conclusions. A counterintuitive result relates to the fact that the SAR model prevails over
the SEM model. It is not reasonable assume that hospitalization due respiratory diseases
cause more hospitalization on neighbors. It would be more intuitive that the error in the
region was impacted to the neighbors error. It is possible that some omitted relevant
variable remain in this case.

4 Final remarks

The increase in ethanol production in recent years provoked many debates. In this paper
we try to address on of these, more specifically, the impact on human health due to
the burning of sugarcane. We proposed a new methodology to evaluate the impacts,
using aggregate data at municipality level and information about the neighbors. More
specifically, we consider the indirect effect of the treatment on the treated and on non-
treated regions.

Our results suggest that our method makes it possible to better identify the impact, not
only in the treated regions, but on the non-treated too. The research is in the beginning,
but the results look promising.
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Source: IBGE, Municipal Agricultural Research.
Source: Datasus, Health Ministry.
Tabela 1: Number of treated region and proportion on total, 2002-2011

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of treated region</th>
<th>Prop. Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>247</td>
<td>0.384</td>
</tr>
<tr>
<td>2003</td>
<td>255</td>
<td>0.396</td>
</tr>
<tr>
<td>2004</td>
<td>259</td>
<td>0.402</td>
</tr>
<tr>
<td>2005</td>
<td>278</td>
<td>0.432</td>
</tr>
<tr>
<td>2006</td>
<td>306</td>
<td>0.475</td>
</tr>
<tr>
<td>2007</td>
<td>333</td>
<td>0.517</td>
</tr>
<tr>
<td>2008</td>
<td>360</td>
<td>0.559</td>
</tr>
<tr>
<td>2009</td>
<td>383</td>
<td>0.595</td>
</tr>
<tr>
<td>2010</td>
<td>397</td>
<td>0.616</td>
</tr>
<tr>
<td>2011</td>
<td>402</td>
<td>0.624</td>
</tr>
</tbody>
</table>

Source: IBGE, authors calculations.

Tabela 2: Hospitalization due respiratory health problem, by region, 2002-2011

<table>
<thead>
<tr>
<th>Year</th>
<th>Hospitalization due to respiratory problems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>2002</td>
<td>11.678</td>
</tr>
<tr>
<td>2003</td>
<td>11.337</td>
</tr>
<tr>
<td>2004</td>
<td>10.742</td>
</tr>
<tr>
<td>2005</td>
<td>9.996</td>
</tr>
<tr>
<td>2006</td>
<td>10.632</td>
</tr>
<tr>
<td>2007</td>
<td>9.780</td>
</tr>
<tr>
<td>2008</td>
<td>8.745</td>
</tr>
<tr>
<td>2010</td>
<td>9.355</td>
</tr>
<tr>
<td>2011</td>
<td>9.264</td>
</tr>
</tbody>
</table>
### Tabela 3: Summary statistics for the variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Sdt. Dev.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>0.5000</td>
<td>0.5000</td>
<td>6440</td>
</tr>
<tr>
<td>$W_{11}D$</td>
<td>0.4199</td>
<td>0.4625</td>
<td>6440</td>
</tr>
<tr>
<td>$W_{12}D$</td>
<td>0.0752</td>
<td>0.2073</td>
<td>6440</td>
</tr>
<tr>
<td>Workers</td>
<td>0.1957</td>
<td>0.1396</td>
<td>6440</td>
</tr>
<tr>
<td>Income</td>
<td>6.4751</td>
<td>0.2857</td>
<td>6440</td>
</tr>
<tr>
<td>Old</td>
<td>0.1220</td>
<td>0.0295</td>
<td>6440</td>
</tr>
<tr>
<td>Child</td>
<td>0.2345</td>
<td>0.0331</td>
<td>6440</td>
</tr>
<tr>
<td>Female</td>
<td>0.9801</td>
<td>0.0650</td>
<td>6440</td>
</tr>
</tbody>
</table>

### Tabela 4: Linear correlation between variable of the model

<table>
<thead>
<tr>
<th>Variables</th>
<th>Treatment</th>
<th>$W_{11}D$</th>
<th>$W_{12}D$</th>
<th>Workers</th>
<th>Income</th>
<th>Old</th>
<th>Child</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_{11}D$</td>
<td>0.9080</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_{12}D$</td>
<td>-0.3626</td>
<td>-0.3292</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Workers</td>
<td>0.1395</td>
<td>0.1499</td>
<td>-0.0331</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>0.1464</td>
<td>0.1742</td>
<td>-0.1312</td>
<td>0.3482</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Old</td>
<td>0.0605</td>
<td>0.0513</td>
<td>0.1541</td>
<td>-0.0992</td>
<td>-0.2296</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child</td>
<td>-0.2404</td>
<td>-0.2399</td>
<td>-0.1126</td>
<td>-0.1218</td>
<td>-0.1602</td>
<td>-0.7256</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.0567</td>
<td>-0.0453</td>
<td>-0.0107</td>
<td>0.1581</td>
<td>0.2548</td>
<td>0.1098</td>
<td>-0.0098</td>
<td>1.0000</td>
</tr>
<tr>
<td>Variable independent: hospitalization</td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
<td>Model 5</td>
<td>Model 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>trend</td>
<td>-2.8888 ***</td>
<td>(-8.6207) ***</td>
<td>-2.4929 ***</td>
<td>(-3.5428) ***</td>
<td>-2.8289 ***</td>
<td>(-2.6239) ***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>treatment (D)</td>
<td>1.2647 ***</td>
<td>(5.0803) ***</td>
<td>0.6875 ***</td>
<td>(3.8217) ***</td>
<td>2.4427 ***</td>
<td>(3.5426) ***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WD</td>
<td>-0.2284 ns</td>
<td>(-0.801) ns</td>
<td>0.4350 ns</td>
<td>(2.1909) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W11D</td>
<td>-1.4001 ns</td>
<td>(-3.5099) ns</td>
<td>0.1380 ns</td>
<td>(4.2633) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W12D</td>
<td>1.0108 ns</td>
<td>(2.4935) ns</td>
<td>0.7797 ns</td>
<td>(2.2761) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>workers</td>
<td>-1.9435 ***</td>
<td>(-3.2286) ***</td>
<td>-1.5049 ***</td>
<td>(-2.5586) ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>income</td>
<td>-4.7341 ***</td>
<td>(-14.3312) ***</td>
<td>-0.5210 ns</td>
<td>(-13.9099) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>old</td>
<td>23.5547 16.0961</td>
<td>17.5084 22.8722</td>
<td>15.2617 16.7494</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>child</td>
<td>-25.8023 ***</td>
<td>(-10.1153) ***</td>
<td>-24.3103 ns</td>
<td>(-9.6967) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>female</td>
<td>1.8661 ns</td>
<td>(1.5257) ns</td>
<td>0.9619 ns</td>
<td>(1.5567) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rho</td>
<td>0.2060 ns</td>
<td>(14.3192) ***</td>
<td>0.2070 ns</td>
<td>(14.3227) ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-square</td>
<td>43.9791 ns</td>
<td>3.4448 ns</td>
<td>5.8086 ns</td>
<td>42.4605 ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log-lik</td>
<td>42.8369 ***</td>
<td>(9.656) ns</td>
<td>(1.6288) ns</td>
<td>(43.9334) ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nobs</td>
<td>6440 6440</td>
<td>6440 6440</td>
<td>6440 6440</td>
<td>6440 6440</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nvar</td>
<td>9 8 9 10 9 10</td>
<td>9 8 9 10 9 10</td>
<td>9 8 9 10 9 10</td>
<td>9 8 9 10 9 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># fixed effects</td>
<td>644 644</td>
<td>644 644</td>
<td>644 644</td>
<td>644 644</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># interactions</td>
<td>1 1 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rho min</td>
<td>-1 -0.99 -1</td>
<td>-1 -0.99 -1</td>
<td>-1 -0.99 -1</td>
<td>-1 -0.99 -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rho max</td>
<td>1 0.99 1</td>
<td>1 0.99 1</td>
<td>1 0.99 1</td>
<td>1 0.99 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM lag, prob</td>
<td>771.8073 0.0000</td>
<td>760.877 0</td>
<td>681.424 0</td>
<td>80.9182 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM lag rob, prob</td>
<td>689.6016 0</td>
<td>681.424 0</td>
<td>80.9182 0</td>
<td>1.4563 0.226</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM error, prob</td>
<td>83.9612 0</td>
<td>80.9182 0</td>
<td>1.4563 0.226</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM error rob, prob</td>
<td>1.7555 0.1852</td>
<td>1.4563 0.226</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: ns = not significant.
*** = significant to 1%.
** = significant to 5%.
* = significant to 10%.